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11 SUBSYSTEM CHECKPOINT RESTART OVERVIEW

This thread provides the capability to save and, subsequently, restore RTPS runtime state. The Atlas delivery provides
phase 1 of TBD Subsystem Checkpoint Restart thread phases, addressing the need to rapidly return GSE gatewayRTPS
subsystem runtime tables to their state at specific points previoudy visited in the processing flow supported by a single
CLCSTCID.

1.2 SUBSYSTEM CHECKPOINT RESTART CONCEPT

1.2.1 Subsystem View

At the RTPS subsystem level, checkpointing is the process of saving information in subsystem runtime tables that
reflects the state of the subsystem at a specific point in the CLCS processing flow, relative to a system synchronous rate
event. In general, the information that must be saved is that information originally obtained from TCID tables which
can be changed during runtime because of table maintenance commands. Once saved, this information is referred to as
a subsystem checkpoint. The subsystem checkpoint can then be used to restart the subsystem, or a subsystem of the
sametype, in the state it wasin at the time of the checkpaint.

1.2.1.1 Subsystem Checkpoint Timeline

The timelines shown in figure 1.2.1.1 indicate when GSE gateway checkpoint and load from checkpoint actions can
occur, relative to other subsystem events. The first timeline shows GSE gateway A able to process a command to
checkpoint tables (Checkpoint x, Checkpoint y) after TCID load, anytime before or after data acquisition is activated
(i.e., anytime whilein GO or NOGO mode). It also shows that the gateway will accept a command to load checkpoint
tables (Load Checkpoint x) only while in NOGO mode (i.e., data acquisition inhibited). The second timeline shows

that GSE gateway B will accept a command to load a checkpoint taken on GSE gateway A (Load Checkpoint y)
anytime while in NOGO mode, but only after |n|t|al TCID load with the same TCID that was |oaded on qatewav A
when the checkpoint was taken (TCI D a). y . . i

y —To support the capabi I |ty
to load one suba/stem W|th a checkt)0| nt qenerated from another subwstem of the same typethleeapabmty a subsystem
checkpoint does not contain any RTPS physical hardware configuration information. Physical hardware configuration
information must be known to any subsystem prior to TCID load and initialization from baseline or checkpoint.

INTRC
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" : — " —t————> : —
Subsystem A, 1 1 1 1 1 1 [
Platform
Initialized SCID/TCID o Platform SCID/TCID
. Loallded Commulnlcatlng Re?dy G:o Initielllized Loalded
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1 1 1 1 1 ... 1 1 :
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Figure 1.2.1.1 - Subsystem-Checkpoint/Restart Timeline (Phase 1)
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1.2.1.2 Subsystem Checkpoint Function

Figure 1.2.1.2 shows the GSE gatewaysubsystem checkpoint function flow of control. —Subsystem—Process CCP |
Command receives a command to create a checkpoint. GSE Table LoadSubsystem-Checkpeint is initiated to create a |
checkpoint dataset entry (each subsystem has a checkpoint dataset on local disk where multiple checkpoints can be
stored), and then, checkpoint data is appended to the dataset entry by invoking the checkpoint method of subsystem
CSCs having TCID tables that can change during runtime. The CSC checkpoint method appends the necessary data to
the dataset entry.

GSE Gateway

—

\\ Checkpoint Dataset|

Checkpoint
)

GSE Table Load

N Checkpoint x

=
\ :
\E/u

Process
CCP Command_422{  ccp command

(Checkpoint x)

RTPS Subsystem

—

\\ Checkpoint Dataset|

Checkpoint
)

Checkpoint x

=
\ :
\E/u

Process
CCP Command_42>{  ccp command

(Checkpoint x)

Figure 1.2.1.2 - Subsystem Checkpoint Function_(Phase 1)
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1.2.1.3 Subsystem Restart Function

Figure 1.2.1.3 shows how-the GSE gatewaysubsystem restart function flow of control. —Subsystem-Process CCP
Command receives a command to load from checkpointed tables, rather than from the basdine TCID. This is
accomplished by invoking the restart method of subsystem CSCs having TCID tables that can change during runtime.
The CSC restart method reads necessary data from the dataset entry for the specified checkpoint.

GSE Gateway

—

Load
N
\ Checkpoint Dataset|

heckpoint
X
GSE Table Load

CCP Command <

Nd Checkpoint x

Cl
Process
~ CCP Command

(Load Checkpoint X) | Ej}i y
N :
Y —
\&EFA/

RTPS Subsystem

Load

heckpoint
X
Subsystem Restart

CCP Command <

N Checkpoint x

\\ Checkpoint Dataset|

Cl
Process
~ CCP Command

(Load Checkpoint X) | Ej}i y
N :
Y —
\&EFA/

igure 1.2.1.3 - Subsystem Restart Function_(Phase 1)

1.2.1.4 Subsystem Runtime Table States

Figure 1.2.1.4 shows the 4 states of a CSC runtime table and the operations that cause state transitions. Once the
runtime table is initialized from either baseline TCID information, or a checkpoint, it is considered recoverable,
because it can be reloaded from the basdline or checkpoint. When the CSC modifies the runtime table to satisfy one or
more runtime table maintenance requests, the runtime table is no longer recoverable without satisfying the same
runtime table maintenance requests. The runtime table becomes recoverable again when it is checkpointed, but, while
checkpointing runtime tables, a CSC must block runtime table maintenance commands long enough to ensure that the
tables are not changing while checkpoint data is being extracted from them. Figure 1.2.1.4 shows this as a transition to
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the blocked state, followed by transition to the recoverable state once a snapshot of runtime table checkpoint data has

been completed This blocking of runtime table maintenance commands to complete a checkpoint must not affect the

RTPS subsystem’s capability to satisfy system performance requirements that limit runtime table maintenance
command turnaround time.

subsystem
init/term

subsystem
init/term

Subsystem
init/term

load
baseline/checkpoint

tables

modify
baseline/checkpaint runtimetables
tables

modify runtime

tables
load

baseline/checkpoint
tables

checkpoint
runtimetables

Not Initialized

checkpoint
runtimetables

snapshot
runtimetables
Figure 1.2.1.4 - CSC Runtime Table State Transitions
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1.2.2

System View

1.2.2.1 System Checkpoint Function

Figure 1.2.2.1 is a system interface diagram for the System Checkpoint Function (phase 1). The System Checkpoint
Viewer provides the user interface for the System Checkpoint Application, which runsin the Test Set Mmaster CCP.
The System Checkpoint Application establishes subsystem checkpoints by sending a checkpoint runtime command to
the Subsystem Checkpoint Function in al, or a specified subset of GSE gatewayssubsystems in the test set. Upon
receipt of the checkpoint command, the Subsystem Checkpoint Function creates an entry in the checkpoint dataset,

Revison: Basic
April 29, 1998

saves checkpoint data, and sends a checkpoint success/fail response back to the System Checkpoint Application.
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Figure 1.2.2.1 - System Checkpoint Function Interfaces (Phase 1)

1.2.2.2 Checkpoint Dataset Collection & Distribution

Subsystem checkpoints have a one-to-one correspondence to the test set TCID that was loaded when the checkpoint was
established, and have the same level of portability across CLCS test sets. To support portability of checkpoints with the
test set TCID, System Control OPS CM provides the capability to collect subsystem checkpoints and store them on the

test set local CM Server ,-and/or-on the global CM-Server, with the test set TCID. |

Figure 1.2.2.2.1 is a system interface diagram for checkpoint dataset collection (phase 1). The System Checkpoint
Application, running in the Test Set Master CCP, provides an option to initiate OPS CM checkpoint dataset collection
automatically after generation of a checkpoint. In addition, checkpoint dataset collection can be initiated from the OPS
CM Control Pandl, running in the Test Set Master CCWS. In either case, collection occurs in the background,-ever-the

Utility-network, under OPS CM contral.

Local CM Server

1
. ! 1 Test Set Master CCWS . GSE Gateway

KEY

Network Interprocess COTS Protocol L
Fmmmmmmm——mmm - — === \ Communication RTCN :
I CM Server |+ .| GSE Gateway
: Platform Services| ! " |Platform Services|
. Local e 1
o TelP @ | ' f | GSE Gatewa
' ! Application Cr%lcig:)}nt ! T o~
! OPSCM : Messaging Application : =
1 -
' ﬁ | Test Set Master CCP : (e oo ..
! I - \
! I DCN | | (= mm e e e a - \
! ! GSE Gat
1 Application I Application OPSCM 1 : Pl atformaSearA(/ai%:/es
: Messaging M essaging Control Panel : |
1 ! :

1

FmT T T T ------—---- (T - - ------------- [ttt B Sl ettt
I [——) Global CM Server | 1 DDP DDP Gateway
1 1
1
: Cm CM Server |1 DDP DDP Gateway Checkpoint
\ TCID Platform Services| !, |Platform Services Platform Services| Platform Services
1
: -
1 ! 1

_________________________________________________________________________

—— CM Server

f 1
: : ! 1 1
! Local [ : |
"I Tcip ' ccpP Checkpoint| , : ccpP Gateway
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1 1 ! 1
| OPSCM |1 1 o
I I : : : Cccp Gateway
! P T B St A SERRIR i et AN IR !
1 Lol __ System \
1 [Application| . 1
: II Lo l\ﬁging<:> Checkpoint | 4
1 Applicat_ion 1 : Application : =y
: Messaging || , Master CCP |
1 1 u

Local CM Server

(== —————mmmmmm - - - - Networ k

Application OPSCM
I Messaging Control Panel
DCN L Master CCWS _ _ _ _ __ 1

Interprocess COTSProtocol
Communication

Figure1.2.2.2.1 - Checkpoint Dataset Collection Interfaces (Phase 1)

Previoudly collected subsystem checkpoints attached to a particular TCID can be retrieved by OPS CM from the local
CM Server -or-the global-CM-Server;-and distributed with other TCID information to GSE gatewaysRTPS-subsystems |

7
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Figure 1.2.2.2.2 is a system interface diagram for checkpoint dataset

distribution. Like distribution of other TCID information, checkpoint dataset distribution is initiated from the OPS CM
Control Pandl, and occursin the background, ever-the Utiity-netwerk;-under OPS CM contral.
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Figure 1.2.2.2.2 - Checkpoint Dataset Distribution Interfaces (Phase 1)




Checkpoint Restart Assessment.doc Revison: Basic
April 29, 1998

1.2.2.3 Test Load & Initialization from Checkpoint

The OPS CM Test Load and Initialization function provides an option to load all or a specified subset of GSE |
gatewayssubsystems in the test set from a previously established checkpoint, rather than from the basdline TCID. As |
shown in figure 1.2.2.3, the system interfaces for checkpoint data loading are identical to those for baseline TCID
loading, except that runtime tables are initialized from the subsystem’s checkpoint dataset.
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Figure 1.2.2.3 - Checkpoint Data L oad I nterfaces (Phase 1)

1.3 SUBSYSTEM CHECKPOINT RESTART OPERATIONAL AND FUNCTIONAL OVERVIEW

Operationally, the5SE Gatewag TPS Checkpoint Restart capability can be used to rapidly re§6gatewaythe |

RTPS,-or-individual-subsystemt) a previously visited point in a CLCS processing flow. It is an alternatlvé to
reloadingthensubsystemfrom the baseline TCID and proceeding to the desired point bgtiegehe processing fIOV\J

up to that point. Although most efficient use comes from analysis, beforehand, of anticipated processing flow to
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identify desired checkpoints and define the appropriate operational steps to create them, GSE gatewayRTPS Checkpoint
Restart supports creation of checkpoints on demand, anytime after GSE gatewayssubsystems are loaded and initialized.
Load and initialization of GSE gatewayssubsystems from a previoudly created checkpoint, thus restoring a previoudy
visited state, is done as an alternative to load and initialization from the baseline TCID.

1.3.1 System Checkpoint Application & Viewer

The system checkpoint application, executed on the Ttest Sset Mmaster CCP, and its system checkpoint viewer,
running on the Ttest Sset Mmaster CCWS, provide the capability to establish checkpoints and display GSE

gatewaysubsystem checkpoint status.

For each configured GSE gatewayRTPS—subsystem, the checkpoint status display indicates whether the
gatewaysubsystem is loaded, whether it is loaded with baseline or checkpoint tables, the status of the last checkpoint
attempted or the checkpoint currently in work, and a list of previously specified but pending checkpoints. More
detailed information is optionally available, such as identification of loaded checkpoint tables, identification of
checkpoints available on a subsystem, detailed error information on failed checkpoint attempts, and detailed
information on pending checkpoints.

To establish a checkpoint, the system checkpoint application requires identification of checkpoint by name, selection of
either checkpoint all GSE gatewayssubsystems or selected gatewayssubsystems, specification of the time the checkpoint
is to occur, and specification of whether or not checkpoint data is to be automatically collected after completion of the
checkpoint and attached to the test set TCID. At the appropriate time, the system checkpoint application issues
checkpoint requests to the appropriate gatewayssubsystems and monitors checkpoint progress. When the checkpoint is
complete, and automatic checkpoint data collection is specified, the system checkpoint application issues a command to
OPS CM to carry out the checkpoint dataset collection.

The system checkpoint application can optionally be initiated with a script specifying desired actions to preclude
runtime interaction.

1.3.2 Checkpoint Dataset Collection & Distribution

When checkpoint data is not automatically collected from GSE gatewayssubsystems after completion of a checkpoint, it
can be manually collected from the OPS CM control panel on the Ttest Sset Mmaster CCWS. The OPS CM control
panel also provides the capability to retrieve previoudy collected checkpoint datasets and distribute them to appropriate

gatewayssubsystems.

To collect GSE gatewaysubsystem checkpoint datasets, specification of collect from all gatewayssubsystems or collect
from selected gatewayssubsystems is required. D@needatasets are collected and attached to the test set TCID on the

test set CM Server%heepﬂentettaﬂsf

M@M%To dlstrlbute subsystem checkp0| nt datasets from the test set CM Server TCID speC|f|cat|on of
distribute to all GSE gatewayssubsystems or distribute to sel ected gatewayssubsystems is required.

1.3.3 Restart from Checkpoint

The OPS CM control pand Test Load and Initialization function provides the capability to load GSE
gatewayssubsystems from a checkpoint, rather than from the baseline TCID. For each GSE gatewaysubsystem sel ected
for test load and initialization, selection of whether the gatewaysubsystem should be loaded and initialized to the
baseline TCID or a specified checkpoint is required.

1.4 SUBSYSTEM CHECKPOINT RESTART SPECIFICATION

10
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1.4.1 Statement of Work

Analyzethe SLS and "Other Requirements' that are included and provide an assessment in DP1 of:
*  Whether the requirement isincorporated into the Atlas release,
e Theleve of maturity the requirement will achievein Atlas
— Low = function only implemented in one subsystem,

April 29, 1998

— Medium = function implemented in multiple CSCl<s/Subsystems, but capability not available across

the entire system,

— High = function isimplemented nearly everywhere, or

— Complete = function isimplemented everywhere that it is needed
* If therequirement will haveto be verified for HMF to be declared operational

Provide Checkpoint Functions:

e Savecurrent table images (GSE Gateways only)
* Enable/Disable transaction recording (Phase TBD)
* Restore saved table image (GSE Gateways only)
*  Applied Transaction updates (Phase TBD)

*  Soretableimagesto Shuttle Data Center (Phase TBD)(Global-CM-Server-for-Phase 1)
* Retrieve table images from Shuttle Data Center (Phase TBD)(Global-CM-Server-for Phase 1)
* Update Current Value Table (Phase TBD)
e Synchronize to master tables (Phase TBD)
»  Display checkpoint table images (Phase TBD)
«  Edit checkpoint table images (Phase TBD)
Provide the capability to record table updates against saved baseline images in real-time. (Phase TBD)
Provide the capability to apply transaction updates after loading baseline images. (Phase TBD)
Provide the capability to save local images to the Shuttle Data Center. (Phase TBD)
Provide the capability to load images from the Shuttle Data Center. (Phase TBD)
Provide GUI to perform Checkpoint Functions. (GSE Gateways only)
Provide APIs to perform Checkpoint Function. (Phase TBD)
Provide capability to provide a formatted display of all Checkpoint Tables. (Phase TBD)
Provide capability to edit select fieldsin Checkpoint Tables. (Phase TBD)
Develop design for Persistent Data. (Phase TBD)

1.4.1.1 Gateways All

Provide the capability to save individually, by name, imagesto local disk of the:
*  Polling Tables (GSE Gateways only)
e Format Tables. (Phase TBD)
e Measurement Description (GSE Gateways only)
e Cadlibration coefficients (GSE Gateways only)
Provide the capability to load an image individually, by name, from local disk of the:
e Polling Table (GSE Gateways only)
e Format Tables(Phase TBD)
e Measurement Description (GSE Gateways only)
e Cadlibration Coefficients (GSE Gateways only)

1.4.1.2 Gateways Ground Support Equipment
Provide the capability to scan all HIM outputs to update command output status table.

Provide the capability to scan all HIM outputs to confirm that they are the same as current commanded state.

Provide the capability to scan all polling table HIM inputs to update current value tables.

Provide the capability to output, on demand to the Real-Time Critical Network all polling table HIM inputs values. |

(Phase TBD)

11
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1.4.1.3 Gateways PCM
Provide the capability to output, on demand to the Real-Time Critical Network, values of all FDs in the current format. |

(Phase TBD)

1.4.1.4 Data Distribution Processor

Provide the capability to save individually by nhame images to local disk of the: (Phase TBD) |
e On-Line Databank
e Current Value Table (no real-time update)
e Constraint Tables
e Authentication Table
Provide the capability to load an image individually by name fromlocal disk of the: (Phase TBD)
e On-Line Databank
e Current Value Table
e Constraint Tables
e Authentication Table
Provide the capability to output one time on the Real-Time Critical Network and Display and Command Network
values of all derived FDs. (Phase TBD) |
Provide the capability to derive current value table from Shuttle Data Center recorded data. (Phase TBD)

1.4.1.5 Command and Control Processor

Provide the capability to save, individually by name, imagesto local disk of the; (Phase TBD)
e On-Line Databank
e Current Value Table (no real-time update)
* Application Set Load
Provide the capability to load an image, individually by name, from local disk of the: (Phase TBD)
e On-Line Databank
e Current Value Table
* Application Set Load
Provide the capability to output, on demand to the Real-Time Critical Network values of all local derived FDs. (Phase

TBD)
Provide the capability to update the On-Line Data Bank from the Data Distribution Processor. (Phase TBD)

1.4.1.6 Command and Control Workstation-{Phase-+Bb)

Provide the capability to save, individually by name images, to local disk of the: (Phase TBD)
e On-Line Databank
e Current Value Table (no real-time update)
» Display Set Loads
e Plot Setup
e Constraint Viewer Setup
e FD Viewer Setup
e Message Viewer Setup
Provide the capability to update On-Line Data Bank from the Data Distribution Processor. (Phase TBD)

1.4.2 Requirements

1.4.2.1 Requirements from SLS

14211 Implementation

[2.2.3.3.1] The CLCS shall provide the capability to issue all keyboard commands in Appendix B with a'Y in the
column titled "IMPL" (implement). [Complete]

[2.2.4.1.1] The CLCS shall provide, using a Graphical User Interface (GUI) paradigm, the capabilities identified in
Appendix B with aY in the column titled "IMPL" (implement). [Complete]

12
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[2.2.9.3.14]
[2.2.9.3.15]
[2.2.9.3.17]

14212

[2.2.2.4.2]
[2.2.2.4.3]

[2.2.2.4.4]

[2.2.2.4.5]

April 29, 1998

After a"warm boot", the RTPS shall be capable of restoring to a checkpointed function. [Partial]
The RTPS shall provide a method to store current configuration data. (GSE Gateways only)-[Complete]
The RTPS shall provide a method to restore previously stored configuration data. (GSE Gateways only)

[Complete]

Performance

Thetime required to load a launch configuration Test Set shall not exceed 2 hours. [Reference]

A loaded and initialized Launch Configuration Test Set shall take less than 5 minutes to be activated.
[Reference]

The time required to reconfigure a Launch Configuration Test Set to a new Test shall not exceed 15
minutes, assuming the new Test was previoudy loaded. [Reference]

The time required to reconfigure a failed Subsystem to an operational state, including configuration
verification, shall not exceed 15 minutes assuming al software is already loaded on local disk.
[Reference]

1.4.2.2 Other System Requirements

[4.9.4]
[4.9.5]

The system shall provide a method for logging persistent FD information. (Phase TBD)
The system shall provide a method for initializing, updating, and reading persistent storage structures.
(Phase TBD)

1.4.2.3 Derived Requirements

Common Gateway Services shall define an area on GSE gateway local disk, referred to as the checkpoint
dataset, for storage of multiple checkpoints, which is read/write accessible to OPS CM.

GSE gatewaysRTPS subsystems shall provide the capability, on demand and when in Ready or Go mode,
to save runtime table information at a specified time (relative to a system synchronous rate event) by
specified name, referred to as a checkpoint, in such a way that the saved runtime information can be
loaded on the same subsystem, or another subsystem of the same type, when data acquisition is
inhibited,at-FClD-toad-time to initialize subsystem runtime tables to the state they were in when the

When saving runtime table information for a checkpoint, GSE gatewaysRTPS-subsystems shall ensure
subsystem runtime tables are not changing while checkpoint data is being extracted from them by
blocking subsystem table maintenance commands, if necessary, but this blocking of runtime table

maintenance commands to complete a checkpoint shall not affect the gateway'sRTPS subsystem’s
capability to satisfy system performance requirements that limit runtime table maintenance command

GSE gateway®8TPS-subsystemshall provide the capabilityanytime data acquisition is inhibiteel
subsystem-TCID-load-and-initialization-titeeuse a named checkpoint resident on local disk to initia

ize

subsystem runtime tables to the state they were in when the checkpoint was made, including gateway

synchronization to physical interfaces, and synchronization of RTPS current vala¢@ahle)-updates

GSE gatewayg3TPS-subsystemshall store checkpoints by specified name in an area on local
referred to as the checkpoint dataset, which idedieedallocatedfor storage of multiple checkpoints b

Common Gateway Servide$PS-System-Controland-which-is-read/write-acecessible-to-System-Cantrg

1.4.2.3.1 Common Gateway Services CSCI
142311
1.4.2.3.2 GSE Gateways CSCHRTFPSStbsystems
142321
checkpoint was made.
1.4.2.3.2.2
turnaround time.
1.4.2.3.2.3
1.4.2.3.2.4
1.4.2.3.3 RTPS System Control CSCI

1.4.2.3.3.1

Redundancv Manaqement Svstem Checkpomt Furi%ﬁ%éystem%emrslhall provide the capability,

disk,

y
I

D as the
name.

through a graphical user interface, to command all or any subset of configBEedatewa S

13
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in Ready or Go mode to generate a checkpoint with a specified name at a specified time (relative to a
system synchronous rate event).

1.4.2.3.3.2 Redundancy Management System Checkpoint Function shall provide the capability to command OPS CM

to collect checkpoints, by specified checkpoint name, immediately after successful GSE gateway
checkpoint generation; this capability shall be optional, with automatic collection the default, under user
control from the graphical user interface.

1.4.2.3.3.3 Redundancy Management System Checkpoint Function shall provide the capability, through a graphical
user interface, to display checkpoint status for each configured GSE gateway, including whether the
gateway isloaded, whether it is loaded with baseline or checkpoint tables, the status of the last checkpoint
attempted or the checkpoint currently in work, and a list of previously specified but pending checkpoints,
with more detailed information optionally available, such as identification of loaded checkpoint tables,
identification of checkpoints available on a gateway, detailed error information on failed checkpoint
attempts, and detailed information on pending checkpoints.

1.4.2.3.3.4 OPS CM shall provide the capability to collect checkpoints from configured GSE gateways and attach
them to the TCID on the test set local CM server.

1.4.2.3.3.5 OPS CMRTPS System-Control shall provide the capability to distribute checkpoints attached to the TCID
on atest set local CM server to configured GSE gatewaysubsystem checkpoint datasets.

1.4.2.3.3.6 OPS CMRTPS System-Contrel shall provide the capability at-subsystem-TCID-load-and-initialization-time
to command all or a specified subset of configured GSE gateways whose data acquisition is

inhibitedsubsystems to use a named checkpoint resident on local disk to initialize subsystem runtime

1.4.2.3.4 RTPS System Viewers CSCI

1.4.2.3.4.1 System Checkpoint Viewer shall provide the graphical user interface to the Redundancy Management
System Checkpoint Function for GSE gateway checkpoint generation, collection, and status display.

1.4.3 Other Considerations

1.4.3.1 Transaction Logs

Sincethereis no requirement to restore the RTPS to a previoudly visited, but uncheckpointed state for HMF, Subsystem
Checkpoint Restart for the Atlas delivery (phase 1) does not address the concept of using transaction logs to
automatically bring subsystems from checkpointed states to uncheckpointed states. The need for this requirement will
be revisited in phase 2.

1.4.3.2 Persistent Data

The handling of RTPS data that requires monitoring and tracking across CLCS processing flows defined by TCIDs
(i.e., persistent data) is not addressed in Subsystem Checkpoint Restart for the Atlas delivery (phase 1). It will be
addressed in phase 2.

1.4.3.3 Application Program Interface

An application program interface that provides control and feedback for subsystem checkpoint generation is not
required for phase 1 of Subsystem Checkpoint Restart. The need for this requirement will be revisited in phase 2.

14
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15 SUBSYSTEM CHECKPOINT RESTART HARDWARE DIAGRAM

Not applicable.

1.6 SUBSYSTEM CHECKPOINT RESTART DELIVERABLES

1.6.1 Software

Deliverable

R& D Document Code

APl Manual | Users Guide

OPSCM

Redundancy Management

System Status Viewer

New

N/A New

GSE Table Load CSC

2 pages 200

N/A 2 pages

1.6.2 Hardware
Not applicable.

1.6.3 Interface Description Document

IDD Name

Responsible Cl

Supporting Cl

Subsystem Checkpoint Viewer AP

System Contral

System Viewers

Control-Ops CM-1Db

Common Gateway Services to System | System Control

Common Gateway Services

RTPS C-to-C1DD

Redundancy
ManagementCommand

Suppert

GSE  GatewaysRedundaney
Management

1.7 SUBSYSTEM CHECKPOINT RESTART ASSESSMENT SUMMARY

1.7.1 Labor Assessments

No. | CSCI/HWCI Name Atlas LM Changes covered in
1 OPSCM
Redundancy Management 6.50
2 System Viewers 6.00
36 Common Gateway Services 0.05
47 | GSE Gateway Services 1.50
TOTAL 14.0517.05

1.7.2 Hardware Costs
Not applicable.

1.7.3 Subsystem Checkpoint Restart Procurement

Not applicable.

1.8 SUBSYSTEM CHECKPOINT RESTART SCHEDULE & DEPENDENCIES

1.8.1 Schedule

15
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Task Name Start Finish

Atlas Assessment Kickoff 2/13/98 2/13/98

Concept Pandl Internal Review 3/11/98 3/11/98

Concept Pand 3/13/98 4/1/98

Atlas Development

Reguirement Panel Internal Review

Reguirement Panel

Design Pandl Internal Review

Design Pand

CSCI Unit Testing

Development Integration Test

CSCI Integration Test

Support System Integration Test

Atlas Development Complete

1.8.2 Dependencies

No. Dependency Area | Dependency Need Date

1

1.9 SUBSYSTEM CHECKPOINT RESTART SIMULATION REQUIREMENTS
TBD.

1.10 SUBSYSTEM CHECKPOINT RESTART INTEGRATION AND SYSTEM TEST PLAN
TBD.

1.11 SUBSYSTEM CHECKPOINT RESTART TRAINING REQUIREMENTS

1.11.1 Training Needed
TBD.

1.11.2 Training to be provided
TBD.

1.12 SUBSYSTEM CHECKPOINT RESTART FACILITIES REQUIREMENTS

None.

1.13 SUBSYSTEM CHECKPOINT RESTART TRAVEL REQUIREMENTS

None.

1.14 SUBSYSTEM CHECKPOINT RESTART ACTION ITEMS/RESOLUTION
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— Complete schedule and dependencies.
— Complete Integration and System Test Plan, Simulation Requirements, Training Requirements.

2. SUBS'

2.1 SYSTEM CONTROL CSCI ASSESSMENT

OPS CM Work Required
TBD.

Redundancy Management Work Required

Development of the Subsystem/System Checkpoint Application. Includes receiving/distributing commands to the GSE |
gatewayssubsystems, and notifying subsystem software of need for checkpoint. |

CSCI Assessment

CSC Name CSC Labor % of CSC
(LM)

OPSCM TBD

Redundancy Management 6.5LM
Basis of estimate
None.
Documentation

Document Type New/Update Number of Pages

Requirements and Design Documentation

Users Guide

API Interface Document

Interface Design Document

Test Procedure

Assumptions
None.
Open I ssues
None.

COTS Product Dependency List

17
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Product Name

Quantity Needed

Need Date

2.2

Checkpoint Viewer Work Required

The Checkpoint Viewer will provide the capability to establish checkpoints and display subsystem checkpoint status for

subsystems.

CSCIl Assessment

SYSTEM VIEWERS CSCI ASSESSMENT

CSC Name CSC Labor % of CSC
(LM)
System Status Viewer 6 LM
Basis of estimate
None.
Documentation
Document Type New/Update Number of Pages
Requirements and Design Documentation New TBD
Users Guide New TBD
API Interface Document N/A N/A
Interface Design Document New TBD
Test Procedure New TBD
Assumptions

All needed information for the Checkpoint Viewer will be provided by APIs from Application Services.

Open Issues
None.

COTS Product Dependency List

Product Name

Quantity Needed

Need Date

Java

N/A

N/A

1 —BATADISTRIBUHON- & PROCESSING ESCHASSESSMENT

teibuti K Recuierd
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+H—COMMAND-SUPPORT-ESCHASSESSMENT
FBb-

H—APPHCATHON-SERVWCES ESCHASSESSMENT
FBb-

2.3 COMMON GATEWAY SERVICES CSCI ASSESSMENT

Common Gateway Services will need to provide a file structure on the GSE gGateway Disk to save a Checkpoint at any |
time that the gGateway is Operational. Also, the checkpoint will need to be accessible by Ops CM when the gGateway |
isin a Non-operational mode.

Gateway Utility Services CSC Work Required

Negotiate a file structure with Ops CM within the current GSE gGateway file structure to save and retrieve |
Checkpoints.

CSCI Assessment
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CSC Name CSC Labor % of CSC
(LM)
Gateway Utility Services CSC 0.05 0.55

Basis of estimate
Thisisan estimate of thetimeit will take to negotiate a file structure.
Documentation

The Common Gateway Services CSCI to System Control CSCI Ops CM CSC IDD will need to be updated to reflect the
changesin the Gateway Disk file structure.

Document Type New/Update Number of Pages

Common Gateway Services CSCl to System | Update 1-2
Contro-€SEOps CM €SCc-IDD

Assumptions

This estimate is based on the assumption that the Checkpoint/Restart Thread will not need the capability to retrieve a
Checkpoint while the Gateway is Operational.

Open Issues

No Checkpoints will be accessible when the Gateway is in Operational mode because FTP is disabled while the
Gateway is Operational. Is it a problem for Ops CM to wait until the Gateway is in a Non-operational mode to
retrieve the Checkpoints?

COTS Product Dependency List

None.

2.4 GSE GATEWAY SERVICES CSCI ASSESSMENT

GSE Gateway Services will require modification to provide the following functionality:

*  Process the Checkpoint command including writing the current contents of all local tables to disk

* Process the Load Checkpoint command including reading the checkpoint tables from disk and restoring to
memory.

Table Load CSC Work Required

This CSC will be modified to process both the Checkpoint and Load Checkpoint commands. The following tables will
be checkpointed to or from local disk.

e Command/Measurement Data Table

* Poll Tables (1,10 and 100 Hz)

»  Discrete Stimulus Table

» Discrete Measurement Table

CSCI Assessment

CSC Name CSC Labor % of CSC
(LM)
Table Load 15 70 %

Basis of estimate
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Estimated 200 lines of code to implement this functionality.

Documentation

Document Type New/Update Number of Pages
Reguirements and Design Documentation Update 2
Users Guide Update 2

API Interface Document

Interface Design Document

Test Procedure Update 20

Assumptions

GSE Gateway Services checkpoint tables will only be written and read from the local disk. The tables will be read from
the disk following the Checkpoint command or placed on the disk prior to the Load Checkpoint by another CSCI

The Load Checkpoint command will be executed instead of the Load TCID command, therefore table information
contained in the original TCID must be stored even if it can not be changed by command.

This assessment does not include the capability to record commands (transaction log) and play them back to cover
changes that occur between checkpoint commands. The estimate will roughly double if transaction log functionality is
reguired.

Open Issues
None
COTS Product Dependency List

None

2.5 LDB GATEWAY SERVICES CSClI ASSESSMENT

Functionality needs to be added to the LDB gateway to allow the receipt of a checkpoint C-to-C and the functions to
process this command. Functions need to be added to LDB Common Services CSC to provide the checkpointing of
LDB tables. Thisrequireswriting LDB Tables stored in memory to local disk and moving the checkpointed files to the
CCP. It alsoreqguiresloading of LDB Gateway Tables from Binary checkpoint fileinstead of ASCII Tables.

L DB Process CCP Request CSC Work Required

Process a checkpoint C-to-C request: Route Code XX Request 1D xx.
Send a response C-to-C back to the CCP.
Return the checkpointed tablefile to the CCP.

LDB Common Services CSC Work Required

Write the LDB tables stored in memory on the LDB Gateway to disk in binary format.
Load LDB tables into Gateway memory form checkpointed data file

CSCI Assessment

CSC Name CSC Labor % of CSC
(LM)
LDB Process CCP Request CSC 5 75
LDB Common Services CSC 5 75

Basis of estimate
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None.

Documentation

Revison: Basic
April 29, 1998

Document Type New/Update Number of Pages
Reguirements and Design Documentation update 3
Users Guide
API Interface Document
Interface Design Document update 3
Test Procedure update 3
Assumptions

Checkpoint fileswill be written to disk in binary format.
Open Issues

No Open |ssues

COTS Product Dependency List

None..

2.6 PCM D/L GATEWAY SERVICES CSCI ASSESSMENT
TBD.

None.
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